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PREFACE

International Energy Agency

The International Energy Agency (IEA) was established in 1974 within the framework of the
Organization for Economic Co-operation and Development (OECD) to implement an International
Energy Programme. A basic aim of the IEA is to foster co-operation among the twenty-one IEA Parti-
cipating Countries to increase energy security through energy conservation, development of alternative
energy sources and energy research development and demonstration (RD&D). This is achieved in part
through a programme of collaborative RD&D consisting of forty-two Implementing Agreements, con-
taining a total of over eighty separate energy RD&D projects. This publication forms one element of
this programme.

Energy Conservation in Buildings and Community Systems Programme

The IEA sponsors research and development in a number of areas related to energy. In one of
these areas, Energy Conservation in Buildings and Community Systems (BCS), the IEA is sponsoring
various exercises to predict more accurately the energy use of buildings, including comparison of exist-
ing computer programs, building monitoring, comparison of calculation methods, as well as air quality
and studies of occupancy. Seventeen countries have elected to participate in this area and have desig-
nated contracting parties to the Implementing Agreement covering collaborative research in this area.
The designation by governments of a number of private organizations, as well as universities and
government laboratories, as contracting parties, has provided a broader range of expertise to tackle the
projects in the different technology areas than would have been the case if participation was restricted
to governments. The importance of associating industry with government sponsored energy research
and development is recognized in the IEA, and every effort is made to encourage this trend.

Overall control of the programme is maintained by an Executive Committee, which not only
monitors existing projects but identifies new areas where collaborative effort may be beneficial. The
Executive Committee ensures that all projects fit into a pre-determined strategy, without unnecessary
overlap or duplication but with effective liaison and communication. The Executive Committee has ini-
tiated the following projects to date (completed projects are identified by *).

Annex 1: Load energy determination of buildings *

Annex 2:  Ekistics & advanced community energy systems *
Annex 3: Energy conservation in residential buildings *
Annex 4:  Glasgow commercial building monitoring *
Annex 5:  Air infiltration and ventilation centre

Annex 6: Energy systems and design of communities *
Annex 7: Local government energy planning *

Annex 8  Inhabitants behaviour with regard to ventilation *
Annex %:  Minimum ventilation rates *

Annex 10: Building HVAC system simulation *

Annex 11: Energy auditing *

Annex 12: Windows and fenestration *

Annex 13: Energy management in hospitals *

Amnex 14: Condensation and energy *

Annex 15: Energy efficiency of schools *

Annex 16;: BEMS 1 - User interfaces and sysiem integration
Annex 17; BEMS 2 - Evaluation and emulation techniques
Annex 18: Demand controlled ventilating systems

Annex 19: Low slope roofs systems

Annex 20: Air flow patterns within buildings

Annex 21: Calculation of energy & environmental performance of buildings
Annex 22: Energy efficient communities

Annex 23: Multizone air fiow modelling

Annex 24: Heat, air & moisture transport in new and retrofitted insulated envelope parts




()

Annex 25: Real time simulation of HVAC systems and fault detection
Annex 26: Energy-efficient ventilation of large enclosures

Annex 27 Evaluation and demonstration of domestic ventilation systems
Annex 28: Low-energy cooling systems

Amnex 21: Calculation of Epergy and Environmental Performance of Buildings
The objectives of Annex 21 are to:

1)  develop quality assurance procedures for calculating the energy and environmental performance of
buildings by producing guidance on:

. program and modelling assumptions
- the appropriate use of calculation methods for a range of design applications
. the evaluation of calculation methods
2)  establish requirements and market needs for calculation procedures in building and environmental
services design;
3}  propose policy and strategic direction for the development of calculation procedures;

4) propose means to effect technology transfer of calculation procedures into the building and
environmental services design profession.

The subtasks of this project are:

A. Documentation of Existing Methods

B. The Appropriate Use of Models

C. Reference Cases and Evaluation Procedures
D. Design Support Environment

The participants in this annex are: Belgium, France, Germany, Italy, the Netherlands, Switzerland and
the United Kingdom. Canada, Finland and Sweden also participated in the early part of the project. In
addition, Finland, Spain, Sweden and the United States participate in Subtask C as a collaberative
research activity between Task 12 Subtask B of the IEA Solar Heating & Cooling Programme.

The UK Building Research Establishment acts as Operating Agent of BCS Annex 21.

Solar Heating and Cooling Programine

Initiated in 1977, the Solar Heating and Cooling (SHC) Programme was one of the first IEA R&D
agreements. Its objective is to conduct joint projects between the 20 member countries to advance solar
technologies for buildings.

A total of eighteen projects or "Tasks” have been undertaken since the beginning of the Pro-
gramme. The overall programme is managed by an Executive Committee composed of one representa-
tive from each of the member countries, while the leadership and management of the individual Tasks
is the responsibility of Operating Agents. These Tasks and their respective Operating Agents are (com-
pleted projects are identified by *, tasks in planning stage are identified by #):

Task 1: Investigation of the performance of solar heating and cooling systems - Denmark *
Task 2: Co-ordination of research and development on solar heating and cooling - Japan *
Task 3: Performance testing of solar collectors - United Kingdom * -

Task 4: Development of an insulation handbook and instrument package - United States *
Task 5: Use of existing meteorological information for solar energy applicaticn - Sweden *
Task 6: Solar heating, cooling, and hot water systems using evacuvated collectors - United States *
Task 7:  Central solar heating plants with seasonal storage - Sweden *

Task 8: Passive and hybrid solar low energy buildings - United States *

Task 9:  Solar radiation and pyranometry studies - Germany *

Task 10: Material research and testing - Japan *

Task 11: Passive and hybrid solar commercial buildings - Switzerland *
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Task 12: Building energy analysis and design tools for solar applications - United States
Task 13: Advanced solar low energy buildings - Norway

Task 14: Advanced active solar systems - Canada

Task 15: Advanced central solar heating plants #

Task 16: Photovoltaics in buildings - Germany

Task 17: Measuring and modelling spectral radiation - Germany

Task 18: Advanced glazing materials - United Kingdom

Task 19: Solar air systems - Switzerland

Task 20: Solar retrofit systems - Sweden

Task 12: Building Energy Analysis and Design Tools for Solar Applications

The scope of Task 12 includes:

(1) selection and development of appropriate algorithms for modelling of the interaction of solar
energy-related materials, components, and systems with the building in which these solar elements
are integrated;

(2) selection of analysis and design tools, and evalnation of the algorithms as to their ability to model
the dynamic performance of the solar elements in respect of accuracy and ease of use; and

(3) improvement of the usability of the analysis and design tools, through preparation of common for-
mats and procedures and by standardization of specifications for input/output, defanlt values, and
other user-related factors.

The subtasks of this project are:

A)  Model Development

B) Model Evaluation and Improvement

C) Model Use

The participants in this task are: Denmark, Finland, Germany, Norway, Spain, Sweden, Switzeriand,
and the United States. In addition, Belgium, France, Italy, and the United Kingdom participate in Sub-
task B as a collaborative research activity between Annex 21 Subtask C of the IEA Energy Conserva-
tion in Building and Community Systems Program.

Architectural Energy Corporation serves on behalf of the US Department of Energy as Operating Agent
of SHC Task 12.
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EXECUTIVE SUMMARY

Empirical validation of Detailed Thermal Simulation Programs (DSPs) involves comparing their
predictions with actual measurements made in real buildings. It is the most obvious way to evaluate the
accuracy of DSPs, but the most difficult to undertake convincingly. The work described in this report
was undertaken within a joint group consisting of International Energy Agency (IEA) Energy Conserva-
tion in Buildings & Community Systems (BCS) Annex 21 Subtask C and IEA Solar Heating and Cool-
ing (SHC) Task 12 Subtask B. The UK provided the measured data and managed the empirical valida-
tion study. This part of the work was conducted by the UK Building Research Establishment (BRE),
with De Montfort University and the Energy Monitoring Company (EMC) working under sub-contracts.
The work complements the DSP assessment tests based on inter-model comparisons and analytic tests
which were also developed by the joint BCS Annex 21/SHC Task 12 group.

The aims of the work were to:

(@ develop well-documented and well-tested empirical validation benchmarks for detailed thermal
simulation programs.

(b) provide a ’snapshot’ of the ability of DSPs to predict the performance of a few simple buildings
under conditions reflecting those which exist when they are used to model real buildings; and

(c) devise and test a strategy for developing empirical validation benchmarks.

Reviews of previous work were undertaken to assist in directing the management of the exercise and to
select suitable data sets upon which to base the empirical validation benchmarks. These reviews are
documented in Volume 3 of this final report.

Data sets collected in three of the rooms operated by the EMC were chosen. The rooms were
single-zoned and well insulated, they had very low air infiltration rates (less than 0.05 ac/h) and were
raised clear of the ground. During the 10-day October period, the rooms were intermittently heated by
an oil-filled radiator to 30°C. In the 10-day May period they were unheated (free-floating). Only the
South facing facades of the rooms differed, two had different glazing and the third was opaque. The
rooms were located on an unobstructed site on the edge of Cranfield airfield near Milton Keynes, UK.
Five empirical benchmark tests were produced.

The rooms had been carefully constructed and a detailed Empirical Validation Package suitable
for thermal modellers was produced (Volume 2 of this Final Report). To check that the rooms matched
this description, after the experiment had been completed one room was dismantled and its construction
checked. The overall heat loss coefficient (UA-value) of a room was also measured, to within the
experimental error of 5%, and found to match that calculated using the Site Handbook data (part of
Volume 2). Periodic matching trials by the EMC demonstrated that all the rooms had, to within meas-
urement error, the same construction. These tests were in addition to the customary guality assurance
procedures adopted by the EMC to ensure the integrity of their data, described in Volume 2 of this
Teport.

Initially, the only modellers involved were 6 of the JEA BCS Annex 21/SHC Task 12 partici-
pants. However, invitations to join the exercise were issned in order that a "snap-shot’ of a larger range
of simulation program performances might be obtained. This attracted an additional 14 institutions and
private companies. Most were either skilled users or the authors, vendors or support offices for the pro-
grams. In total, 25 results sets were obtained from 17 genuineiy different programs, the remaining
results being from alternative versions of some of these. The 17 programs (and country of origin) were:
3TC (UK); APACHE (UK); BLAST (USA); CHEETAH (Australia); CLIMA2000 (France);, DEROB
(USA); DOE2 (USA), ENERGY2 (UK); ESP (UK); HTB2 (UK); S3PAS (Spain); SERI-
RES/SUNCODE (USA); TAS (UK); TASE (Finland); TRNSYS (USA); TSBI3 (Denmark); and WG6TC
(Italy).

The program validation exercise was conducted in two phases. In Phase 1 the participants were
provided with the Site Handbook and guidance on how to use it to model the rooms. They had no
knowledge of the actual measurements, so the predictions were undertaken “blind’. The primary param-
eters predicted were:
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(i) The total heating energy consumption for the October heated period.

(i) The maximum and minimum temperatures recorded in both the October heated period and the
May free-floating period.

Also required were:

(ii) The total South facing vertical solar irradiance predicted for both periods;

(iv) The hourly temperatures, and, for the October period, the hourly power demands.

A hot-line service was set up so participants could resolve any modelling difficulties or uncertainties.
These hot-line calls, and any other relevant information, were documented in regular Newssheets which
were circulated to all the participants. The hot-line operators did not know what the measured perfor-
mance of the rooms was. A complete analysis of all the results was undertaken after Phase 1.

In Phase 2, the program users were provided with all the measurements and the estimated uncer-
tainties on the program input data, and invited to explore the differences between the program predic-
tions and the measurements, During this phase, 6 participants made legitimate changes to their program
input files, to correct mistakes and approximations. They produced a new, second set of results (which
are indicated by shading in all figures).

During Phase 2 a number of issues concerning the reliability of the data sets were raised. These
were investigated and any additional uncertainties were incorporated with the other, already known,
sources of experimental error in order to calculate the total uncertainty in the primary parameters. The
total uncertainty was such that if a program lay outside them there was a 99% chance that it was due to
inaccurate predictions. This uncertainty was taken into account when assessing the performance of the
programs after each phase. (It is shown as a horizontal shaded bar in all figures).

Some resuits from the heated rooms are shown in Figures E1 and E2. The following observations
can be made.

. Eight of the programs predicted total energy consumptions within the error bars for the opaque
room and eleven for the double glazed room.

. There was a tendency for most programs to predict energy consumptions and maximum and
minimum temperatures which were lower than the measured values.

. One program predicted heating energy consumption and the maximum and minimum temperatures
to within the error bars for both rooms.

. The energy consumption predictions of the programs varied by 40% (of their mean value) in the
opaque room and 52% in the double glazed room.

. The predicted ’energy savings’ due to replacing the opaque surface with double glazing varied by
a factor of 3, from 13% to 40%.

. The predicted peak temperamxes varied by 11°C, which was between 3°C and 14°C above the
thermostat-set point.

The Phase 2 results from the unheated free-floating rooms (some are shown in Figure E3) reveal the

following.

. Six of the programs failed to predict maximum and minimum temperatures in the opague room
which were within the uncertainty bands.

. Five programs predicted maximum and minimum temperatures in the double glazed rooms which
were within the uncertainty bands, and only 2 in the single-glazed room.

. There was a general tendency to predict temperatures which were too low.

. The predicted peak temperatures in the double glazed room varied by 8.6°C, minimum tempera-
tures varied by only 2.5°C. The corresponding variations in the opaque room were 2.8°C and
24°C. '

. All the programs predicted that the peak temperatures in the double glazed room would exceed
those in the opaque room. However, the predicted increase varied from 9.8°C to 17.2°C.

The results from this empirical validation exercise are shown to be broadly in line with those from the
IEA inter-model comparison exercises based on domestic and commercial buildings. This suggests that
the inter-program differences are due to fundamental differences in the programs themselves and not to
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other (user) effects.

Although the resulis are not shown here, ail the programs predicted total south-facing solar irradi-
ances which were within the estimated error bands in the May period, and thirteen programs produced
such predictions in the October period. Althongh the identification of program errors was not the pri-
mary intention of the exercise, errors were found in three of the programs and corrected before under-
taking Phase 2.

The model user reports produced in Phase 2 identified the following differences between features
of the experiment and the assumptions made by their programs: the dynamics and output of the heater;
internal heat transfer coefficients; and internal air movement and stratifications. It is argued that these
features exist in many real buildings, and that, if they explain why some programs performed worse
than others, then this must be viewed as a2 weakness in those programs,

The heat output from the test room heaters had a large radiant component. The assumption,
inherent in a number of programs, that heater output is convective, is consistent with the observed
under-prediction of heating energy demand. It may be useful to complement this study with one in
which convective heating and well-mixed zone air is employed. The issues of intenal convection and
air circulation, particularly over poorly insulated (glazed) surfaces, may also be fruitful areas for future
research.

1t has been argued that, where the predictions of programs lie outside the estimated error bands
then this should be taken as a sign that the program is likely to contain errors. These may be

. the omission of important sub-models or algorithms;

. the use of inappropriate algorithms; or

. coding errors.

As a result of the work the following main conclusions can be drawn.

. This was the largest empirical validation exercise ever undertaken,

. A well documented benchmark has been developed. It is an exemplar of how 10 document an
empirical validation benchmark.

. By incorporating a blind phase, added value is given to an empirical validation exercise. In such
a phase it is important that a mechanism is established for providing modellers with all the infor-
mation they need.

. Although none of the programs predicted primary parameters which were within the estimated
uncertainty bands on all occasions, some of the programs clearly performed better than others.

. Some programs performed particularly well overall whilst others did not perform as well. Other
programs performed well on some tasks and not on others.

. Many programs are likely to contain internal errors, i.e., they may omit the modelling of impor-
tant processes; they may contain inappropriate algorithms; or they may contain coding errors.

. This work, and the other activites of the IJEA BCS Annex 21/SHC Task 12 group, has clearly
demonstrated that there is considerable scope for improving the predictive accuracy of DSFs.
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1. INTRODUCTION

1.1. Organisation

Detailed simulation programs (DSPs) are now extremely powerful, relatively mexpensive to pur-
chase or license, and have the potential to dramatically improve the energy and environmental perfor-
mance of buildings. However, their use is still limited albeit growing. To encourage wider use, the two
key areas to be tackled concern their accuracy and their usability. These aspects are closely related, and
both are currently being studied in International Energy Agency (IEA) Energy Conservation in Building
and Community Systems (BCS) Annex 21. Usability is being addressed in Subtask A (program docu-
mentation), Subtask B (formalising and documenting building performance assessment methods) and
Subtask D (design support environments).

This report describes the empirical validation work undertaken under the auspices of the group
formed by combining IEA BCS Annex 21 Subtask C and IEA SHC Task 12 Subtask B. The work was
directed by the UK Building Research Establishment (BRE), and managed by the Environmental Com-
puter Aided Design and Performance (ECADAP) group in the School of the Built Environment at De
Montfort University Leicester, and by the Energy Monitoring Company (EMC), Newport Pagnell, UK.
The latter two participated via sub-contracts from the BRE.

This report is part of a 3 volume set, produced by the UK participants:

Volume 1; Final Report

Volume 2: Empirical Validation Package

Volume 3: Working Reports
This empirical validation work complements the work using other evaluation techniques undertaken
within the IEA BCS Annex 21/SHC Task 12 group. These activities resulted in the production of a set
of Building Energy Simulation Tests (BESTESTS), based on inter-model comparisons, These tests,
based on domestic scale buildings, are structured such that reasons for poor predictions from a program
can be diagnosed. Other tests based on inter-model comparisons relate to commercial buildings. Some
work was also undertaken to develop analytic tests.

1.2. Empirical Validation

In empirical validation, program predictions are compared with the measured performance of a
full scale building or test room. The appeal of such comparisons as a way of extending the credibility
of building thermal simulation tools is immediately apparent. Other validation techniques exist for
determining whether a simulation code correctly carries out the calculations that its author intended
(debugging and verification). However, all models, of necessity, contain simplifications and assump-
tions: empirical validation is the only way in which the overall effect of these on the accuracy of a
simulation tool can be assessed. It is difficult to carry out empirical validation convincingly (Bloomfield
et al(1)). This is because uncertainty, or errors, exist in the validation process. In previons work these
have been divided into two categories and termed “internal’ and ’extemal errors’ (2,3).

Internal errors are those embedded in the DSPs, some examples are:

. not modelling thermal phenomena, perhaps because they were incorrectly thought to be unimpor-
tant;

. approximating complex, possibly ill-defined but important, phenomena, for example by empirical
correlations with measurements;

. simplifying the known physical processes which occur in the real world, for example to ease (or
speed up) calculations;

. coding errors.

DSPs are likely to include internal errors of all four types. For example, they often simplify fabric con-

duction by assuming it to be 1-dimensional and they usually approximate convective heat transfer at

surfaces as a simple empirically derived coefficient. These are legitimate and necessary procedures to

enable useful DSPs to be developed. Nevertheless, it is still important to test whether they are accept-
able or whether they lead to unacceptably inaccurate predictions.
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For empirical validation to be of any use, it must be capable of revealing the existence of such
internal errors. The achievement of this is however difficult due to the existence of external errors.
Some examples are:

. mistakes made when interpreting the real world building into program input data;

. the uncertainty in all the input parameters used by the DSPs to describe the building operation
and the weather conditions;

. the inevitable uncertainty in the monitored performance of the building.

External errors can be much greater than, and hence swamp, any internal errors. For empirical valida-
tion to be successful, external errors must be eliminated or controlled, and remaining errors must be
quantified. This remaining error can then be fully accounted for in any comparisons between predictions
and measnrements. Failure to tackle the difficalties associated with external errors has meant that most
previous empirical validation exercises would have been incapable of revealing the existences of even
substantial internal errors (4).

A methodology for avoiding such problems was devised as part of the joint UK Building
Research Establishment (BRE) and Science and Engineering Research Council (SERC) validation exer-
cise (Lomas (4), Bloomfield (5)). This methodology built on the earlier work of the Solar Energy
Research Institute (now known as NREL) (3). The approach has been applied successfully by others
(EMC (6), PASSYS (7)) and it was adopted as the basis of the IEA work.

This report describes the background to the IEA project, the management of the work and the
main results. Two associated volumes contain the Empirical Validation Package (8) and the Working
Reports (9). The Empirical Validation Package is intended to enable program users and developers, who
did not participate in this IEA exercise, to evaluate programs of interest 0 them.

The Package consists of:

@) a Site Handbook describing the test rooms and the experimental uncertainties;
(i) a Validation Guide explaining how to use the handbook and undertake the validation;

(ili) a Quality Assurance report which outlines the procedures undertaken to ensure that the data were
high quality; and

(iv) a Data Disk containing hourly measurements of weather data, energy consumption, internal air
and surface temperatures, and external South facing solar iradiance.

The Working Reports (9} document the background to the work and other progressional details.
The main events which occurred during the lifetime of this research are outlined in Table 1.

1.3. Aims and Objectives

At present few properly documented whole program validation benchmarks exist (10), and even
fewer (perhaps none) have been tested on a wide range of programs. Given this situation, it was decided
that the aims of the IEA work should be to:

(a) develop well documented and well tested empirical validation benchmarks for detailed thermal
simulation

(b) assess the ability of a number of DSPs to predict the performance of a few simple buildings ander
conditions refiecting those which exist when used to model real buildings; and

(c) devise and test a strategy for developing empirical validation benchmarks.

1t was not an aim of this IEA work to try and discover why programs performed well or why they
performed badly in the validation test. Rather, the work was intended to produce a ’snapshot’ of the
capabilities of state-of-the-art DSPs when used under conditions which mimic a real design sitmation.
When programs perfom well, confidence in the predictive abilities will quite rightly have been
increased, and the credibility of the programs will have been enhanced. When programs perform poorly,
it would be appropriate to explore the reasons to ascertain whether aspects of the program need modify-
ing, for example to remove coding errors or to replace algorithms with more appropriate formulations.
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Preliminary acceptance criteria which data sets must fulfil to be of value for validating any dynamic
thermal program. Data sets which pass all three criteria are termed Acceptable Data Sets’.

Criterion 1
Criterzon 2

Criterion 3

Structures must not include operative active solar space heating or cooling systems.
The weather data must have been collected at the site of the building.

The measured building performance data, and the weather data, must be available at
hourly, or more frequent intervals.

Data sets which fulfil three additional criteria are termed "Useful Data Sets’.

Criterion 4

Criterion 5

Criterion 6

All three major elements of the weather, air temperature, wind speed, and the direct
and diffuse components of solar radiation, must be measured at the site of the building
for the whole comparison period.

The structure must be unoccupied, it must not contain passive solar features which
cannot be explicitly modelled and each zone in the building must have independent
heating and/or cooling plant and controls.

Measured infiltration and, where appropriate, inter-zonal air flow rates, must be avail-
able for the whole comparison period.

Data sets which also pass three further criteria have been termed "High Quality Data Sets’.

Criterion 7

Criterion 8

Criterion 9

The structure must not contain features, or environmental! control systems, which can-
not be modelled explicitly by any of the programs being validated.

The data medium must be of a type which is readily usable, and close liaison with the
monitering institztion must be possible.

Data for sites which have never produced data for model validation work, or data
which, due to external errors, has introduced unacceptable uncertainty into previous
validation work, must not be included.

Table 2: Criteria for Classifying Data Sets (after Lomas (9))
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Neither was it the aim to ascertain whether a particular program is adequate for a specific design
task. Whether a program is, or is not, adequate, depends on the task in question, and the program user
has to judge this. Clearly, however, a program which performs badly is unlikely to be as useful as one
which performs well. The results of this exercise will assist program users to make such judgements.

Within IEA BCS Annex 21/SHC Task 12, the Building Energy Simulation Tests (BESTEST)
have been developed (13). These are based on inter-model comparisons and seck to expose gross errors
in programs. The tests include diagnostics to identify the faulty algorithms. Inter-model comparisons
based on a commercial building have also been developed in IEA BCS Annex 21/SHC Task 12 (14).

2. REVIEW OF PREVIOUS WORK

2.1. Project Management Strategy

To assist in project planning, the work conducted in IEA SHC Task VIO (Mérck (11)) was
reviewed. This led to important messages about how to conduct empirical validation within an interna-
tional context (9). These may be summarised as follows:

Management Requirement 1: A strong centralised project management should be responsible for:
(@) ensuring that the agreed methodology and time-scales are followed;

(b) interfacing between the data collection team and the modellers to ensure that the same informa-
tion is available to all modellers and that this information is consistent; and

{c) analysing the results.

Management Regunirement 2: A thorough review and assessment of acceptable data sets should estab-
lish those which would be snitable as the basis for validation benchmarks.

Management Requirement 3: The initial predictions should be made ‘blind’, that is, program users
should be unaware of the actual measurements. They should all be given the same detailed information
about the building, the operating conditions and the weather data. The model/data comparisons should
be made by an independent third party, which is not responsible for program predictions.

This requirement led to a 2-Phase empirical validation exercise. In Phase 1, all the predictions
were made blind, compared with the measurements, and the results documented (Section 5). In Phase 2,
the program users were provided with the measured data and encouraged to investigate the reasons for
any discrepancies observed in the blind phase (Section 6).

2.2. Selection of Data Sets

Management requirements 1 and 3 relate to procedure, however, further preliminary work had to
be conducted to comply with requirement 2. This led to the following recommendations concerning the
choice of the data sets.

Data Requirement 1: The data set(s) must be high quality, ie. fulfill all nine of the criteria given in
Table 2. This was seen as far more important than trying to cover a range of buildings and weather
conditions and, in the process, accepting inferior data.

Data Requirement 2: The data must be available for use both within the IEA project and for subse-
quent use by others.

Data Requirement 3: Ideally, the site from which the data was collected should be active. This would
allow participants to have first-hand experience of the building and the monitoring (which itself would
lead to more accurate use of the programs). Any necessary peripheral investigations could also be
undertaken and extra experiments could be commissioned. Furthermore, the monitoring team would be
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EMC

PASSYS PCL British ETSU NBS
Strathclyde Gas ‘Washington
General:
Total number of data sets 2 4 16 48 2
Site active Yes No Yes Yes No
Access to experimenters Yes Yes Yes Yes Difficult
Site handbook etc. No Yes No Yes Yes
Use for Validation:
Currently being used Yes No ? Yes Yes
Used by third party for validation Yes Yes ? Yes Yes
Sensitivity analyses conducted Yes Yes ? Yes Yes
Correlation/covariance analysis conducted Yes No ? Yes No
Could Validate predictions of:
Daily energy consumption No No Yes Yes Yes
Hourly energy consumption No No Yes Yes Yes
Daily average air temperatures Yes Yes Yes Yes Yes
Hourly air temperatures Yes Yes Yes Yes Yes
Side-by-Side Comparisons possible:
Effect of glazing type No No No Yes No
" " size No No No Yes Yes
Effect of heater type No No No Yes No
Effect of infiltration rate No No No Yes No
Effect of thermal mass No No No No No
Algorithms Stressed:
Thermal storage No Limited Yes Yes Yes
Solar gain No Yes No Yes Yes
Glazing conduction No Yes No Yes Yes
Opaque conduction Yes No Yes Yes Yes
Ground conduction No No No No Yes
Solar radiation model No Yes No Yes Yes
Infiltration prediction No No No No Yes
Internal heat transfer coefficients No No Yes No No
Plant/building interaction Yes No Yes Yes Yes
Interzonal couplings No No No No No
Total Yes Responses 10 9 10 21 17

Table 4: Details of High Quality Data Sets for Empirical Validation




Country of
Program Version QOrigin Operating Institution
APACHE® 652 UK Facet Ltd., UK
BLAST’ 31vi143 USA Colorado State University, USA"
BLAST’ 3.01v1203 USA Politecnico di Torino, Italy”
CHEETAH’ 1.2 Australia | CSIRO, Anstralia®
CLIM2000* 1.1 France Electricité de France
DEROB* LTH USA Lund Institute of Technology, Sweden”
DOE’ 2.1E USA LBL, USA"
‘TENERGYZ® 1.0 UK Arup R&D, UK*
ESP* 6.18a UK DMU Leicester, UK~
ESP-r* 7.7a UK ESRU, Univ. of Strathclyde, UK
ESP+ 2.1 UK DMU Leicester” / ASL Sterling’, UK
HTB2? 1.2 UK FHT Stuttgart, Germany”
HTB2" 1.10 UK University of Wales College of Cardiff, UK
SERI-RES” 1.2 USA BRE, UK”
SUNCODE’ 5.7 USA Ecotope, USA"
S3PAS® 2.0 Spain Escuela Superiore Ingenieros Industriales, Sevilla, Spain”
TASE* 3.0 Finland Tampere University of Technology, Finland"
TAS’ 7.54 UK DMU Leicester” / EDSL', UK
TRNSYS’ 13.1 USA University of Wisconsin, Madison, USA*
TRNSYS’ 12 USA BRE, UK*
TRNSYS® 13 USA BRE, UK“
TRNSYS® 13.1 USA Vrije Universiteit Brussel, Belgium®
TSBI3* 2.0 Denmark | Danish Building Research Institute’
WG6TC® 1992 Ttaly Institute di Fisica Technica, Udine, Italy"
31C° 1.0 UK Facet Ltd., UK

Program anthors / vendors / support office; 2E.xperie:’med users of progtam; 3 DMU ran program on behalf of vendors, input files
checked by vendors in Phase 1, vendors ran programs in Phase 2; “Research program; SCommercial program; stgram under

development

Table 5: List of Programs and Participants
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available to assist in resolving any uncertainties and ambiguities.

Data Reguirement 4: The actual monitored performance of the buildings must not be widely known;
otherwise “blind comparisons’ could not be assured.

These requirements precipitated a wide ranging review and assessment of available data sets. The
existing information, which followed from a previons world wide review (10), was the basis for this
Process,

To ensure that the previous survey had not overlooked any recently collected data sets, a new sur-
vey was conducted by distributing 2 questionnaire to principal researchers in the validation field (see
(9)). Only one additional facility capable of producing high quality data was revealed (Fauconnier et al
(15)) but the data was not immediately available. (This illustrates the lack of research currently being
conducted in the empirical validation field) Therefore, the 72 data sets identified by the previous
review (10) as being both available and of high quality were examined further (Table 3).

There were potential problems with all the data sets except those from the Energy Monitoring
Company (EMC) rooms (9). These rooms had produced 48 high quality data sets, so a diverse range of
validation tests could be developed (Table 4). The IEA participants therefore selected these rooms as
the basis for their work.

This review highlights two important points.

() Whilst data sets may be classified as high quality (see Table 2), they may still not be ideal for a
particular empirical validation exercise. The 9 criteria in Table 2 may thus be seen as the
minimum requirements for data which are to be used for DSP validation.

(i) There is a need to collect and archive further very high quality data svitable for validating a wide
range of thermal programs.

2.3. Documentation

Most previous validation work has had litde benefit beyond the small group of experts directly
involved - primarily due to limited documentation of the validation activities, procedures and resalts. To
overcome this difficulty a number of documentation requirements were prescribed.

Documentation Reguirement 1: The methodology by which the benchmark is conceived must be
clearly stated before beginning the work. Modifications (and reasons for them) should be described and
recommendations about the approach to be used in future should ensue.

Documentation Requirement 2: The benchmarks must coniain:
(a) a description of the building and its operating conditions;
(b) the weather data; and
(c) the procedure to be followed when using these for validation.
To facilitate the non-blind phase, the following were needed:
(d) the measured building performance; and
(¢) the uncertainties in all the building description and measured data.

The documentation had to be clear and unambiguous and serve the needs of all the modellers
working within the IEA project, as well as modellers who may subsequently use the data for validation.
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Prototype Xl Ix X
Solution Response factor XX Ix{xix|x|x|x x| Ix|x
Method Impilicit fin diff X X X|x
Explicit fin diff xIx X% %
Other X{X[x X X
Window Fixed U-value X|x X XX |x|x X
model Variable U-value XXX X
™C Xix|x XIXIX] IxIx]x xix| Ix
Intermnal heat Fixed XIx[x|xixIx X XIxIxIx] Ix|x
fransfer coeff Varying X|x]x x[x|x] Ix]xixix X X
Air cavity Fixed resistance xxdIx|x|x xx|x|x|x|x|{x|xix|x{x|x|{x|x{x|x{x|x|x|x
model 1 Varying
External longwave} Explicity modelled [ x]x|x XIxixIx] Ixdxdxx|x|xIx{xix
loss Not modelledfixed x| xIx{x{x|x X X Ix
Diffuse sky Isotropic X{x x[x{xixIx|xix|x x| {x X
model Anisotropic x|x|xix XIX|x xIx| Ix] IxIx
Internal solar To floor x] Ix X X .
distribution To various surfaces x| IxIxIxIxIxIx]xIxIxixixl (xix|x|x| [x|x|xIxix
Weather No XIxaxIx] ixi{x| Ix|x X
conversion Cloud cover creation X XIx X|x] Ix
needed Hour centering X|x|{x{x x|x[x] [x
Other X X X
Heater Pure convective XIxIxix|x{x x|x] Ix
model Convective andrad (x| [X X |x x| Ix
Detailed X XX
Unknown XIxIxIxi{x|x

Table 6: Features of the participating programs




ESPv6.18a (DMU, UK)

Phase 1 Phase2
Program MUR* New results files Input files
[ WG6TCv1992 (Udine, I) o

TSBI3v2.0 (DBRI, DK) o o o 0
DOE2.1E (LBL, US) M .
TASv7.54 (DMU/EDSL, UK) o} o) o) o
ENERGY2v1.0 (Arup, UK) *
CHEETAHv1.2 (CSIRO, AUS) o
3TCv1.0 (Facet, UK) d
APACHEV6.5.2 (Facet, UK) i
HTB2v1.9 (UWCC, UK) d
HTB2v1.2 (FHT, GER) o o} o o
CLIM2000v1.1 (EDF, F) i
DEROBvIth (Lund, S) o b
S3PASV2.0 (Sevilla, E) o
BLASTv31v1143 (CSU, US) o
BLASTV3.0viI203 (Torino, I) o o o} 0
TASEv3.0 (Tampere, FIN) o *
TRNSYSv13.1 (UWISC, US) i
TRNSYSv13.1 (Brussel, B) hd e
TRNSYSv13 (BRE, UK) d
TRNSYSv12 (BRE, UK) i
SUNCODEvVS.7 (Ecotope, US) o]
SERI-RESv1.2 (BRE, UK) o o} o o
ESP+v2.1 (DMU/ASL, UK) d o
ESP-Rv7.7a (ESRU, UK) d o

[ ]

The names of programs for which Phase 2 results were produced are shown in #alics throughout the report.
Different symbols are used for tabular entries and in bar charts to distinguish entries for these programs from those

for which only Phase 1 results were produced (see section 5.2).

*Model User Report

Table 7: Contributions from each program/user combination




3. PROGRAMME OF WORK

3.1. Participants

Initially, the only modellers involved were 6 of the IEA BCS Annex 21/SHC Task 12 participants
who between them planned to mun 9 programs. In view of the difficulties of keeping measured results
unknown after completion of this project and the need for such studies to be performed blind, it was
decided to invite other institutions to participate together with the IEA group. All participants agreed in
advance that their results from the blind phase could be published.

Invitations to join the exercise attracted an additional 14 institutions and private companies (Table
5). Most were either skilled users or the authors, vendors or support offices for the programs. In total,
25 results sets were eventually obtained from 17 genuinely different programs (the remaining results
were from alternative versions of some of these; one program, WG6TC, was only applicable to tem-
perature predictions in unheated buildings). The programs originated from 6 different European coun-
tries, with 4 of USA origin plus 1 from Australia, and the program description questionnaire indicated
that they employed a diverse range of algorithms for the key heat transfer processes (Table 6). This
was the most extensive empirical exercise ever undertaken, and it is encouraging to see so many pro-
gram users and authors willing to participate. 10 of the results sets were from research versions of pro-
grams, 13 from commercial programs and 2 from prototypes (Tables 5&6). The feedback from such an
expert group, using a diverse range of programs, helped to produce a complete, unambiguous and
widely applicable validation package. It also ensured that no possible sources of experimental error
were overlooked, in particular, by prompting extensive quality assurance checks (see Section 7.1,
AppxE and Volume 2, part 3: Quality Assurance Report) and rigorous attention to the treatment of
experimental uncertainty (external errors, see Section 44&1.1).

3.2. Management

The UK Building Research Establishment (BRE) directed the empirical validation work, with the
De Montfort University (DMU) team being responsible for communicating with the participants, includ-
ing the operation of a support hotline. Technical matters concerning the datasets were dealt with by the
Energy Monitoring Company (EMC), ensuring the close contact between the participants using the data
and the team responsible for collecting the data. The overall structure of the work programme was
developed jointly by all three of these groups and implemented, with suitable modifications, following
each meeting of the IEA participants (Table 1).

The work programme had three distinct Phases; the later Phases began only when the previous
Phase was completed.

In Phase 1, all the predictions had to be made blind, i.e. without any knowledge of what the
actual measured performance of the EMC test rooms was. The modellers were provided with a detailed
description of the test rooms and the prevailing weather data. The modellers could obtain (from DMU)
any further information they needed consistent with the blind’ philosophy. Even the team at DMU did
not know what the measured performance was. This prevented the DMU group biasing the results
through their feedback. The issue of quality assurance was highlighted, and procedures were investi-
gated to reduce the likelihood of the modellers making mistakes (external errors).

The Phase 1 conditions mimicked those which prevail when programs are used in a real building
design project, because there was no possibility of modellers manouvering a fit between the measure-
ments and the predictions. The goal of Phase 1 was to produce a “clean test’ of the relative capabilities
of the programs for the specific building and operating conditions.

All participants produced results for Phase 1, and these were documented prior 10 commencing
Phase 2 (Table 7).

In Phase 2, modellers were provided with the measured data and the estimated uncertainty (exter-
nal errors) in the building description and climate data. This enabled them to refine their predictions,
either because they had made mistakes or because new information about the test rooms (which was
hitherto thought to be unimportant and had not been requested from the hotline during Phase 1) was
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made available. Additionally, modellers could explore the reasons for any divergence between the
measurements and the predictions. This coald entai] detailed analysis of the empirical validation results,
using analytic tests (e.g. Bland (12)) or diagnostic inter-model comparisons. Modellers were asked to
submit a three page Model User Report (MUR) outlining these studies and the results. They were also
asked to provide new results if appropriate together with any new input files.

During this Phase, further quality assurance checks were undertaken (over and above those cus-
tomarily adopted by the EMC) to make absolutely sure that the rooms were built as described in the
site handbook. This included the dismantling of one room in the presence of an independent observer.

Following this Phase, 7 participants produced new results and submitted these to DMU for plot-
ting and analysis. In all but one case, these differed only slightly from the Phase 2 results, and they
differed because legitimate changes to the input files had been made (Table 7).

In Phase 3 the work was reported, via this final IEA report (Volume 1) and the associated
volumes - the empirical validation package (Volume 2) and the working reports (Volume 3). The final
empirical validation package includes the minor additions, deletions and medifications to the room
descriptions which were circulated to the participants in Phase 1 as a result of requests to the hotline.
The package also contains a diskette of the weather data and the measured thermal performance, and
recommendations about how to use -the complete package. These recommendations reflect the experi-
ences gained from using the package in this IEA exercise.

At all stages of the work, all the participants were kept informed of progress, any future plans and
the emerging results (after Phase 1), via a Newssheet. During the course of the work, 14 such
Newssheets were produced (Table 1) (see Volume 3).

3.3. The EMC Test Rooms

The EMC test rooms were built in pairs, separated by a heavily insulated party wall. The outer
shells are of stud-frame construction covered by plasterboard with a concrete slab floor (Fig. 1). The
monitored spaces are well insulated and extremely well sealed to reduce infiltration to less than 0.05
air-changes per hour. An ’attic’ space was less well insulaied and poorly sealed so infiltration occurred.
A well insulated ceiling limited the heat flow between this space and the monitored room below. The
rooms occupy an uncbstructed site at Cranfield airfield, and have been used in numerous monitoring
projects, primarily for the UK Energy Technology Support Unit (e.g. (6)). The rooms are representative
of typical lightweight UK domestic rooms in terms of the level of insulation, the amount of thermal
mass and the window-to-floor area ratio. However, they stress the solar gain and fabric heat loss
processes because they have very low infiltration rates, a large surface-area-to-volume ratio and no
incidental intemal heat gains.

In the IEA work, data from three rooms (rooms 1, 3 and 5) were used for each of two 10-day
periods. In the first period, beginning in October 1987, the rooms were heated by a panel radiator from
06:00 to 18:00 to a set-point temperature of 30°C (Table 8). In the second period, beginning in May
1990, the rooms were unheated (free-floating). In both periods Room 3 housed an opaque parel in the
South facing front wall whereas the other two rooms had (different) glazed facades (Table 8).

The climatic data typically required by DSPs were collected and the thermo-physical properties of
the construction materials were defined. The key building performance parameters measured were the
hourly heating energy consumption and the room air temperature at three levels. Also recorded were the
total hourly South facing vertical solar irradiances on the glazed fagade and the temperatures of the
inner surfaces of the floor, back wall and ceiling. The rooms are described in greater detail elsewhere
(8) and in Volume 2 of the IEA report on Empirical Validation.




Prediction
Weather | Room | Glazing | Glazing Heating
Period Type Area
May 1 Double | 1.5m? None
24 10 30 3 Opaque - None
1990 5 Single | 1.5m® None
October 1 Double | 1.5m? | 06:00 - 18:00
20 t0 26 3 Opaque - 06:00 - 18:00
1987 5 | Double’ | 0.75m> | 06:00 - 18:00

'Predictions made for 1.5m of single glazing

Table 8: Synoptic Description of the EMC Test Rooms
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4. RESULTS ANALYSIS

4.1. Primary Parameters

Each participant was required to predict the hourly values of the air temperature, the temperatur-
ers of the floor, back wall and ceiling, the South-facing global solar irradiance and, for the heated
rooms (October period) the hourly energy consumption. These data were required for all three rooms in
both weather periods for the last 7 days of the 10-day collection period. Data from the first 3 days was
provided so modellers could pre-condition the programs. Given the large number of participants, this
produced a considerable amount of data. Therefore, analysis concentrated on 4 primary parameters:

. the maximum air temperature durixig each 7-day period;

. the minimum air temperature during each 7-day period;

. the total heating energy consumption (October period); and

. the total south-facing global solar irradiances in each 7-day period.

Because 25 sets of results were available, they could be analysed, either by comparing the programs in
an inter-model comparison exercise, or, by comparing each program with the measurements - an empiri-
cal validation exercise. The large number of results did, however, preclude detailed scrutiny of all the
hourly results by DMU. The individual modellers were expected to do this themselves for their own
program in Phase 2.

4.2, Differences in Predictions

When programs are used for designing buildings it is often more important that they predict the
changes in building performance which will eccur as a result of a design alteration, or to predict the
difference between the thermal performance of a proposed design and a ’reference’ design, than that
they produce accurate predictions of absolute performance. The correct prediction of these differences
or trends is important to ensure that any design changes drive the building towards the desired objective
- usually that it is more energy efficient or less likely to overheat.

For the heated (October) period therefore, the predicted differences in energy consumption
between the opaque and double glazed buildings have been compared with the measured values. Simi-
larly, the predicted differences in the peak air temperature has been compared with the measured
differences for the free-floating (May) period.

Within the time scales of the IEA project it was not possible to resolve the theoretical issues sur-
rounding the calculation of the total uncertainty (expetimental plus modelling) for difference analyses.

4.3. Hourly Results

The hourly predictions of all the required parameters were produced in the same consistent for-
mat. These could therefore be readily analyzed by modern computer based statistical and visualization
packages, in this case PV-Wave (16) was chosen. Simple statistical measures were used to quantify the
differences between the measurements and predictions:

Difference D, =X,-R, (D

Maximum Difference D = Max D, @)

Minimum Difference D =Min D, 3)
- N

Mean Difference D =¥D,N ey
=1

- N
Mean Absolute Difference ID1=YID/NI )

t=1




Parameter Nominal Valne Uncertainty

Site Details

Latidute 52.07°N +.05°

Longitde 0.63°W +.05°

Altitude 100 m +5m

Ground Reflectivity 0.20 +0.05

Glazing Orientation 9°WofS +0.5°

Test Room Surface Finishes

External surface absoprtivities 0.16 -0.06 +0.14
Internal floor absorptivity 0.50 10.10

Internal and external emissivity 0.90 +0.05

Material Properties

Styrofoam conductivity 0.027 W/mK -0.002 +0.006 W/mK
Concrete heat capacity 1840 kI/K 184 kI/K
Rockwool conductivity 0.043 W/mK +0.003 W/mK
Rockwool thickness Various +10 mm
Plasterboard heat capacity 937 KWK 104 XJ/K

Wood conductivity 0.125 W/mK +0.025 W/mK
Glazing Properties

Glazed area 1.50 m” +0.02 m”

Glass extinction coefficient 0.030 mm™* +0.005 mm!
Glazing cleanliness 1.00 -0.02 +0.00

Test Room Heater Characteristics

Power output 680 W HO0W

Rad./conv. split 60/40 +10/10

Time constant 22 min. +2 min.

Setpoint 30°C +0.2°C
Experimental Design

Test room ventilation rate 0.00 ac/h -0.00 +0.05 ac/h
Edge effects (Wood A, B & C conductivity)  Various 0 +50%
Stratification of air Variable max. £1.2°C for dbl.glazed heated toom
Climate Data

External air temperature Variable +0.2°C

Solar radiation Variable 5%

Wind speed Variable 5%

Wind direction Variable 15°

Program Specific Parameters

Equivalent angle for diffuse radiation 60° +5°

External surface coefficient 16.6 W/mzK -6.6 +13.4 W/mm2K
Internal surface coefficient 8.33 W/m’K 233 +1.67 W/m’K
Double glazing U-value 3.4 Wm’K 0.2 404 Wm’K
Single glazing U-value 5.6 W/m2K 065 +1.1 W/m’K

Table 9: Input parameter uncertainties used for generating the error bands
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: N
Root Mean Square Difference p?= S DAN )

where: X, = Predicted values at hour ¢
R, = Reference (measured value) at hour ¢
N = Total hours in comparison period

The last three statistics provide alternative measures of the overall agreement between the meas-
ured and predicted values, whereas the first three are spot values.

The hourly energy consumption during the seven 12-hour heating periods was evaluated in this
way for the October period, along with the hourly internal air temperatures for the whole seven day
May period.

4.4. Dealing with Uncertainty

The above comparisons do not take account of the inherent uncertainty in the measured perfor-
mance of the rooms or the data describing them which are entered into the programs (external errors). It
is crucial to account for these in order to assess whether the divergences between a program and the
measurements are likely to be due to this inherent uncertainty or to internal error(s) in the program
combined, perhaps, with mistakes made by the program user.

Much effort was therefore directed towards sensitivity analysis. Ideally, the sensitivity analysis
should be undertaken for each program, however, within the time-scales of the IEA exercise this was
impractical and so the DMU group estimated the total uncertainties with just one program - SERE-RES.
For all but SERI-RES, the total uncertainty bands are therefore only estimates. However, because
SERI-RES requires program users to specify some highly uncertain parameters (in particular window
U-value and intemnal and external surface coefficients), the total uncertainty was likely to be greater,
rather than smaller, than that which would be appropriate for most other programs. The uncertainty due
to measurement errors was added to the total for the SERI-RES input parameters.

Initially, the uncertainties were based on those used in earlier UK work (6). During Phase 2 of
the exercise, participants pointed out other sources of uncertainty (see Section 6.2), which had not
already been accounted for. Although these had a very small influence, they were subsequently incor-
porated in the total uncertainty calculation. They have also been incorporated in the final version of the
Validation Package (8). The total uncertainties shown in this report include the contributions from all
these sources {Table 9).

The total uncertainties in each of the prime parameters of interest were estimated using the Monte
Carlo Analysis (MCA) technique (Lomas and Eppel (17)). In MCA all the uncertain inputs to a pro-
gram must be assigned a definite probability distribution. For each simulation one value is selected at
random for each input based on its probability of occurrence. For inputs with uncertainties which are
normally distributed, values near the modal value are more likely to be selected than extreme values.
The predictions produced by this unique set of input values are saved and the process is repeated many
times, using a different and unique set of inputs on each occasion. Upon completion many values of
each predicted parameter will have been obtained and these will have a particular distribution. Subject
to certain assumptions about the input uncertainties and the program, the values predicted for a partice-
lar output parameter (p) will have a distribution close to normal. Thus, the total uncertainty in the
predictions may be expressed by the standard deviation (s):

V 1 2 a2
§ = “N:-i-(zpn”NE) (7)

n=l

where: n = simulation number
N = total number of simulations
p = mean value of output parameter p
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An estimate of s can be obtained after any number of simulations and the accuracy of this estimate can
be determined using the y2-distribution to calculate a confidence interval around s (e.g. (18)). The
accuracy of s depends only on the number of simulations undertaken and not on the number of uncer-
tain input parameters. Irrespective of the number of inputs and outputs o the program, only marginal
improvements in accuracy are obtained after 60 to 80 simulations. Nevertheless, the analysis was under-
taken with 100 simulations. -

Since all the inputs are perturbed simultaneously the method can fully account for any interac-
tions between the inputs and, in particular, any synergistic effects. It is not necessary to assume that
the effects of the inputs are superposable: any non-linearities in the input/output relationships are fally
accounted for. The obvious disadvantage is that, because the inputs are varied simultaneously, the sen-
sitivities of the predictions to the individual input parameter changes are not divulged.

Additional Differential Sensitivity Analysis studies were undertaken for a few parameters which
became important in Phase 2; these were included in the total uncertainty bands (see Section 7.1).

The total uncertainties are such that if the predictions of a DSP lie outside the upper and lower
error bounds there is a very high probability that there are ’internal’ etrors in the DSP.

Most of the external uncertainty (total error) bars are mot centred around the measured values.
This is because a number of the parameters have error bars which are not centred around the nominal
(basic) values specified in the Site Handbook (see Volume 2). For example, the glass was specified as
absolutely clean, whereas in fact it could have been dirty (reducing the solar transmission) - it could not
have been cleaner. The error bars include any contribution from measurement errors and the effects of
temperature stratification during the unheated periods (see section 5).

The range for the upper to the lower error bound represents about 2.33 s. For the 7-day energy
consumption in the double glazed heated room (Room 3), this range was 6% to +10%. This is close o,
but Jarger than the value which had been calculated previously using differential sensitivity analysis
(DSA) by the EMC. Similar results, but slightly larger for MCA rather than DSA, have been observed
before and, in this study the uncertainty bounds have been further enlarged by including uncertainties
due to parameters not previously included (e.g. relative humidity, stratification, diffuse solar radiation
measurements and additional edge and comner effects) (Table 10).

5. PHASE 1: BLIND COMPARISONS

5.1. Management

A detailed 'Validation Package’ was distributed which consisted of: a description of the test
room; a diskette of the measured weather data; a description of the simulations to be undertaken, the
format in which the results were to be presented, and a program description questionnaire (8). The
predictions required from the participants were the hourly values of the air and surface temperatures,
the heater power input and the south-facing vertical solar irradiance. These data were required for all
three rooms in both weather periods for the Iast 7 days of the collection period. The measured building
performance data was retained by the EMC, not even the DMU team had access to the data; thus the
exercise was truly "blind’.

The program users were asked "to model each of the three rooms in as much detail as the simula-
tion program will allow" (Validation Guidebook). To help achieve this, a direct “hotline” to DMU was
established in order that all the modellers could immediately resolve any uncertainties which they
encountered. All enquiries and the responses were logged.

To ensure that all the modellers had access to all the relevant information a newssheet was circu-
lated. This listed all the current participants, the significant hotline enquiries made, and the responses
given. The newssheet exposed a number of subtle modelling aspects which some of the participants had
clearly not appreciated - it therefore proved to be a useful leaming tool. In all, 7 Newssheets were pro-
duced during the 12 month duration of the blind phase of the work.

A small number of errors was revealed in the Site Handbook and the Validation Guide. The most
significant, for Phase 1, was that during the October period, Room 5 was specified as containing 1.5m>




meosured
averaga

PRI
TR RN

P N N A N S N A AR BN A S A

R AR R

_ T T -‘~ LI T

IR NN

A R RN
AR R

SRR
A R R R R
ARERIRRRIRERRRRNNNS
AN
A R RN

AR

(AN

NI

(OIn ‘nwa) o8l eA—dsa
(in ‘nus3) oL LAY~dS3
{(M¥n “1S¥/nNKQa) |'2A+dsS3a
(n '3¥8) 7 1AS3Y—1Y3S
(sn 'sdojoo3) £'GA300DNNS
(N ‘348) ZTIASASNYL
(3N ‘348) CIASASNHL

(g ‘|essnug) 1'CLASASNYL
(SN *OSMN} 1S LASASNYL
{NI4 "essdwin]) 0'CAISYL
(1 'oudol) o'gAlSYIE

e AAAOhHhHIiERS (sn 'nso) ctimessyig
_ ey (3 ‘pliiaes) 0°ZASYdES
AN Ry (8 ‘punT} uisgoy3aa
. OOy (4 '4a3) | 1A0002ZATD
[ (839 ‘1H4) Z'1AZALH
AT (M0 90MN) 01 LAZELIH
RIS om 9eced) Z'g'9A3HOvAY
RIS (i 4so04) 071A018
AR (snv ‘oMISO) T HAHYLIAHD
(N ‘dnay) 0'LAZADHANT
S (dn 1sa3/nna) +S'2AsvL
ey (sn “181) 31°z30a
(»a I8s) 0'zAcIasL
(1 *supn) 2661AD199M

NS

7

AL AL ALY

N

N

SN AN N

NN A NN

N

AR
T ..
AR
T NN

LY

Single Glazed

NENNNENRNRRNNNY

RN

IR NN
[

b) Room 3 - Opague

e e,

AR

| NN AR AN

AN

1 1 1 _ 1 1 L 1 _ 1 1 1 L 1 1 1 _ 1 1 L L

o (=} o

o] (=}
[=) uy

]
o}
[} 1]
-

150 a) Room 1 - Double Glazed

1561 ¢) Room 5

1
=]
=} n
-

150

{rp) ABisouz {rW) ABuaug {rp) ABisu3

Figure 2:
Phase 1 - Total heating energy consumption

for the 7-day heated (October) period



-14 -

of single glazing, whereas in fact it had 0.75m? of double glazing. This has been rectified in the final
version of the Site Handbook (8). The predictions in this case were therefore made for a single glazed
room, so they could not be compared with measured values. However, they were still used as an inter-
model comparison. Weaknesses in the data included missing relative humidity data for the October
period. It also proved necessary to construct hour-centred weather data (from the La-hour-centred data
originally provided) for some programs. The uncertainties introduced by these factors (and others
identified during Phase 2) were incorporated within the total uncertainty band describing all the external
errors (Section 4.4).

A time-table was defined, so that the modellers were given a similar opportunity to produce the
best possible results from their programs. Each modeller submitted the first set of results to the DMU
team along with the input files which they created and a completed proforma describing the key
features of their program.

The onus was on the modellers to conduct appropriate quality assurance checks (9); however, the
DMU team also inspected the input files to uncover any obvious emrors. They fed the results of this
inspection back to the modellers. Many of the errors uncovered were minor, however, in two or three
cases serious modelling errors had been made. Careful data checking by program users is clearly essen-
tial to ensure the quality of DSP predictions.

Following the feedback, most participants sent a second and final set of results 1o the DMU team,
and it is these results which form the basis of the Phase 1 analysis and which are discussed in Section
52,

It was not possible for the authors/vendors of TAS (EDSL) and ESP+ (ASL Sterling) to partici-
pate in quite the way that is described above. In the case of EDSL, because they had previously worked
with EMC using data from the test rooms, and so they may not have been considered to be working
*blind’. In the case of ASL Sterling, they did not have sufficient resources to participate at the time. To
ensure that these important UK programs were included, DMU provided an initial set of input files and
the first set of results for each program. These were then sent to the vendors for them to check the files
and correct any errors. The two vendors then sent a second and final set of results to the DMU team (in
the case of ESP+, no hourly results files were obtained). Thereafter these two programs were treated in
the same way as the other 23.

This two stage process sought to reduce to a minimum the possibility that input data errors
remained. Thus, any differences between the predictions and the measurements are very likely to be
duve to the programs themselves. If, however, despite these checking procedures, the skilled users could
not produce error free input descriptions for a relatively simple building, then it is suggested that the
input data structure of the program and/or the in-house quality assurance procedures should be
reviewed.

5.2. Phase 1 Results

All the participants produced results for Phase 1 of the exercise, however, following their Phase 2
investigations, six participants felt that a small number of legitimate changes to their input files should
be made (see Section 6). In this report the Phase 2 results from these 7 programs are clearly identified
(see below), to distinguish them from the comresponding Phase 1 results from the other programs. It has
been argued that the Phase 1 results should be ignored for those programs where Phase 2 results were
produced (i.e. BLASTv3.0lv1143, HTB2v1.2, SERI-RESv1.2, SUNCODEv5.7, TASv7.54, TSBI3v2.0,
and WG6TCv1992). However, counter arguments include:

. in Phase 1 all programs were tested under the same conditions and with the same information
available to all participants;

. only in Phase 1 were the programs tested in a way which precluded (fortuitous) manocevering of
the input data by program users;

. only in Phase 1 did the conditions mimic those which prevail in a design situation - it is the per-
formance under these conditions which is of most interest to potential users; and
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the opaque room (Room 3) and the double glazed room (Room 1)
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. One of the objectives of the study was to obtain a snapshot of program performance under realis-
tic *blind’ conditions. All participants agreed in advance to the publication of Phase 1 results,

In this section therefore, Phase 1 results are shown for all programs including those for which Phase 2
results were subsequently submitted. To avoid any misunderstandings, however, the latter are identified
in all the plots throughour. the report, either by using an open rather than a hatched bar in bar charts, or
by placing an * in the legend. Where the programs are mentioned in the text or in tables, ilics are
used,

The primary parameters predicted by each program, plus the measurements and the error bands
around the measurements can be found in Appendix B. These are plotted in Figures 2, 4, 6 and 9. The
results of the simple statistical aralysis used to quantify the differences between the measurements and
the predictions is also included in Appendix B. Typical hourly profiles of air temperature and energy
consumption are also produced (Figures 5 and 8).

5.2.1. Heated Rooms

Results for the total seven-day energy consumption for the October 1987 period, when the rooms were
heated to 30°C during the day, are given in Figure 2. A number of features are worth highlighting.

(@) Seven of the programs produced predictions which lay within the error bands for the opaque room
and eleven for the glazed room. Four programs (3TCv1.0, APACHEv6.5.3, CLIM2000v1.1 and
HTB2vl1.2) are within the bounds for both cases. This illustrates that accurate program perfor-
mance under one set of conditions cannot always be taken to mean that the program will perform
well under different circumstances.

() Even for the completely opaque room, the predictions of the programs vary significantly (from
83MI to 131MIJ, i.e. by about 47% of the mean value, 103MI). This is only marginally less than
the percentage range for the room with the double glazed window (51%) and for the room
modelled with single glazing (50%). Given such a wide variation, it is impossible for the predic-
tions of more than about 8 programs to fall within the 99-percentile uncertainty bound around the
measured values, irrespective of what the actual measured values were.

(¢) It is worth noting that the average result for all the programs is between 13% (Room 3 - opaque)
and 15% (Room 1 - double glazed) lower than the measured value and outside the estimated error
bounds, Possible reasons for this underprediction are explored later (e.g. section 7.2).

Considering the predictions for the savings in energy consumption which are made due to having south

facing double glazing (Room 1) rather than an opaque room (Room 3), a number of observations can be

made (Figure 3).

(d) The average saving predicted by all the programs is very close to the actual measured savings.

() The predictions of 3TCvl.0, APACHEvV6.5.3, ENERGY2v1.0, TRNSYSv13.1 (Brussel) and
TRNSYSv13.1 (BRE) were within about 1% of the measured energy savings. For the last three
named programs this occurs because the absolute energy predictions were underpredicted in a
consistent fashion in both Room 1 and Room 3.

() The predicted energy savings vary considerably, from a low of 11% for TSBI3v2.0 1o 40% for

ESP+v2.1. Ignoring the TSBI3v2.0 results, for which Phase 2 results were produced, the variabil-
ity is from 13% for HTB2v1.10 to 40%. The measured saving was 24%.

The results for the maxirmm and minimum temperatures predicted in the three rooms for the same

period are given in Figure 4.

(g) The programs predict minimum temperatures in the opaque room which vary by about 4°C. In the
glazed rooms the predicted peak temperatares vary by 11°C, or from 3°C to 14°C above the set-
point, Such large ranges are worrying as the programs are often called on to predict peak tem-
peratures in real design studies.

(h) In general, the programs under-predicted the minimum room air temperature and no program pro-
duced maximum and minimum temperatures which were always within the estimated error bands.
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Irrespective of the type of South facing facade, the hourly predictions during each day of the October

(heated) period showed similar behaviour, this is illustrated in Figure 5.

(i) Al the DSPs predicted a more rapid rise in the air temperature at the start of the heating period
than that which was actually measured (e.g. Fig.5b). The DSPs also predicted a faster decrease in
the air temperature at the end of the heating period; DEROBvlth exhibited the most extreme
divergence of this type; the predictions of APACHEv6.5.3 and HTB2v1, 10 (and HTBv1.2) were
the closest to the measurements.

() Because the programs predicted a rapid rise in the air temperature, the set-point was reached ear-
lier (in one case 3 hours earlier) than was in fact the case (Fig.5b). As a result, the predicted
power output from the heater tended to decline much more rapidly than the measured power out-
put (Fig.5¢). This could be caused, in part, by the assumption, in the programs, that the room
heater and controls are ideal, whereas in fact they have associated time lags and delays (8). These
control issues alone may not, however, explain the large differences between the measured and
predicted total energy consumptions (Fig.2).

(&) During the middle of the heating period, during periods of high solar gains (Fig.5a), the actual
room seems to make greater use of the gains (the power demand is very small) than the programs
assume (for which the heating demand is greater). During the last four hours of the heating
period, the programs predict much lower power demands than was actually measured (Fig.5c).

(I)  This general tendency to underpredict the heating demands (after the initial start-up phase) also
occurred in the opaque room and is the main reason for the lower total energy consumption pred-
ictions of the programs.

(m) The statistical analyses (Appx.B, Table B2) indicate that APACHEv6.5.3 and 3TCv1.0 gave the
closest overall agreement between the measured and predicted hourly heating energy values for
both the double glazed and opaque cases. The BLASTv3.0 results showed good agreement for the
double glazed room, and the SUNCODEVS.7 results for the opaque room. For both the double
glazed and the opague rooms, DEROBvlth and TRNSYSv13.1 (UWISC and Brusseis) showed
marked differences from the measurements.

52.2. Free-floating Rooms

The results for the maximum and minimum air temperatures during the 7-day free-floating May period

are given in Figure 6. The following aspects are worth noting.

(a) For all 3 rooms the program WG6TCv1992, which was still under development, produced results
which were significantly different from those of the other programs and from the measurements
(Figs. 6a, 6¢, 6b and Appx. B). The Phase 1 results for WG6TCv1992 are ignored in the observa-
tions which follow (Phase 2 resnlts are shown later).

Considering initially the temperatures in the glazed rooms (Figs.5a.c, 6b and Appx.A, Table A2), the
following observations may be made.

(b) Even ignoring WG6TC, the predicted peak temperatures in the double glazed room varied by
8.6°C, in the single glazed room the range was 7.9°C. Most of the values were lower than those
measured and outside the estimated uncertainty bands. The predicted minimum temperatures were
less variable (less than 3°C), Two of the programs (ESP+v2.1 and ESPv6.18a) predicted both
maximom and minimum temperatures inside the estimated error bands for both glazed rooms
(Figs. 6a and 6¢).

(¢) For the double glazed room, DEROBvIth generated peak temperatures and hourly temperature
trends which were markedly different from both the measurements and the other predictions; the
SERI-RESvI.2 results suggest a phase shift (Fig.8b).

Considering the hourly temperature predictions (Figure 8), the following may be noted.

(d) The hourly temperatures predicted by WG6TCvI992 and DEROBvIth are considerably higher than
the values predicted by the other programs.
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(e) The values predicted by 3TCv1.0, APACHEv6.5.3 and HTB2v1.10 are Iower than those of most
of the other programs. This is reflected in the lower maximum temperatures which they predict
(Figure 6).

Reflecting now on the results for the opaque room (Fig.6b and Appx.B, Table B3), the following can

be noted. .

() Eleven programs predicted both maximum and minimum temperatures for the opaque room which
were within the error bars. This represents much better performance than for the glazed rooms
(Fig.6b). Overall, the deviations from the measured values were smaller than for the glazed rooms
(Appx.B, Table B3).

() In the opaque room, BLASTv3.0iviI43 produced a higher peak temperature (Fig.6b) than the other
programs (except WG6TCv1992), and the predictions of CLIM2000v1.1 and the ESP programs
were noticeably lower. Overall, these programs differed from the measurements noticeably more
than did the other programs (Appx.B, Table B3).

The differences in temperature between the peak air temperature in the double glazed room and in the

opaque room are shown in Figure 7a. A similar plot for the differences between the temperature in the

single glazed room and the double glazed room is shown in Figure 7b. The following observations can

be made. .

(k) All the programs correctly predicted that the peak temperatures would be higher in the double
glazed room than the opaque room (Fig.7a).

(@) The predicted amount by which the maximum temperature in the double glazed room would
exceed that in the opaque room varied from 9.8°C (HTB2v1.10) w0 17°C (DEROBvIth); a range
of 60% (compared to the average predicted temperature increase).

( Two programs (ESP-rv7.7a and DOE2v]E) predicted a maximmn temperature increase in the
double glazed room, compared to the opaque room, which was within 1°C of the actual measure-
ment (Le.14.2°C). A further six programs (BLASTv3.0lvl143, CHEETAHv12, CLIM2000v1.1,
ESP+v2.1, TASEv3.0 and TRNSYSv13.1 (UWISC) were within 2°C of the measurements.

(k) The maximum air temperature in the single glazed room was measured to be only 1.6°C higher
than in the double glazed room. All except six of the programs correctly predicted the trend
towards higher temperatures in the single glazed room.

() Eleven programfuser combinations predicted the higher temperature in the single glazed room
within 1°C of the actual measured increase. They were DOE2v1E, ENERGY2v1.0, ESPv6.18a,
ESP-rv7.7a, HTB2v1.10, S3PASv2.0, SERI-RESv].2 and the 4 TRNSYS results.

5.2.3. South-facing Solar Irradiances

(@) The South facing solar irradiance predictions for the October period, when the sun was lower in
the sky, and the sky conditions were changing rapidly, were more variable than in the May period
(Fig.9).

(b) In the October period, most programs tended to predict total irradiances which were Iess than the
measured values. (This cannot therefore explain the general under-prediction of heating energy
consumption). All together, 11 programs produced predictions for the October period which
were within the estimated error bands,

(c) The hourly plots (Fig.5&8) and the statistics (Appx.B, Table B4) illustrate the marked divergence
of HTB2v1.2, SERI-RESvl.2 and SUNCODEvS.7 and, to a lesser extent, BLASTv3.0Ivl143,
CHEETAHv1.2, ESPv6.18a and HTB2v1.10, from the measurements.

(@ For the May period, all the programs predicted values within the estimated error bands.
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5.3. Discussion of Phase 1 Results

5.3.1. Inter-model Variability

Before considering the actnal measurements it is worth discussing just the variability in the pred-
ictions between the programs. The causes of this variability could be:

(@) remaining errors made by the program users.

(b) ambiguities in the descriptions of the rooms provided, leading to substantial differences in the
way the same aspect was modelled in different programs; or

(¢) fundamental differences in the algorithms and sub-models employed by the DSPs.
The first two causes are external errors, the last one covers internal errors, They are discussed in turn.

The likelihood that emors by program users are having a significant effect on the results was
minimised by making sure that highly skilled users were ultimately responsible for producing the results
and/for conducting the quality assurance checks on the inputs (section 5.1), in a short all the possible
steps to avoid user etrors, It is worth noting however, that if such errors do remain it is likely that they
would also exist in 2 real design situation when less rigorous data checking may take place, the build-
ings will be more complex and tight {commercial) time pressures will exist.

The likelihood of ambiguities in the room descriptions and data was minimised by the provision
of a hotline. This ensured all the modellers had immediate access to any information which they
believed necessary in order to resolve uncertainties. The newssheets also ensured that all participants
were made aware of any further information.

Some programs will be sensitive to relative humidity, which was not measured during the October
period. Also, some programs required hour-centred weather data, rather than the %2-hour-centred data
originally provided. For the October period, the original S-minute data was not available, so the hour-
centred data had to be constructed by interpolation; this led to some smoothing. The effect of both of
those factors is small (section 6.2), and affects only a handful of programs. These factors explain only a
small part of the observed inter-model variability in the results.

The foregoing arguments suggest that some of the inter-model variability may be due to remain-
ing external errors, but that most of the variation is much more likely to be due to fundamental internal
calculation differences between the DSPs. Some features of the observed variability add further
credence to this proposal. The variation between the results obtained for some programs, but with
different operators and different version numbers, is much less than the variation between all the pro-
grams. Furthermore, all the users of one program predicted broadly similar performance. For example,
for the heating energy in the double glazed room, the range for all programs was 48%, but all 3 ESP
results lay below the average from all 24 programs (the range between the 3 results was 17%), as did
the four TRNSYS results (range 20%). The two BLAST results were above the mean (range 12%), as
were the two HTB2 resulis (range 12%). The two SERI-RES results straddled the mean (range 12%).
These programs zlso produced broadly similar performance in the other two heated cases. The remain-
ing differences (i.e. 12% to 20%) could be due to differences in the program version and/or user effects.
This issne should become clearer following Phase 2.

5.3.2. Comparisons with Measurements

The general tendency of the programs to under-predict the heating energy relative to the measure-
ments inevitably led to the suspicion that there was a basic flaw in the description of the test rooms, as

" a result of which the program users might have been led towards modelling a room which had an

overall heat loss rate which was less than that of the actual rooms. If this was the case, one would
expect the programs to predict internal temperatures which were generally higher than the measured
temperatures. In fact, in both the heated period (at times when solar gain drove the temperature above
the setpoint) and in the free-floating period, there was a tendency for the programs to under-predict the
internal temperatures. Despite this contradiction, the quality assurance procedures undertaken by the
EMC team were reviewed and further tests undertaken; these entailed:




Program

Modifications

WG6TCv1992 (Udine, I)

- coding error was corrected

TSBI3v2.0 (DERI, DK)

- incorrect heater schedule had been used (heater off on last day
for opaque case). This was corrected

- horizon altitude was incorrectly modelled

- direct normal and diffuse horizontal irradiance data preferred

TASV7.54
(DMU/EDSL, UK)

- construction details refined

- shading effect by neighbouring test room modelled

- more detailed modelling of interior solar distribution

- infiltration rates of roofspace and floorspace were adjusted until their
air temperatures matched the measured temperatures

- internal clock adjusted by Y2hour for consistency with measured data

HTB2v1.2 (FHT, GER)

- solar calculation routine was originally in error. This was corvected
- timing convention in error for May period. This was corrected.

BLASTV3.01v1203 (Torino, I}

- ceiling insulation had been omitted. This was added

- the partition wall had been modelled as an external wall. This was
corrected.

- adjacent cell shading was not modelled

- roof absorptivity was in error, This was corrected

SUNCODEv5.7 (Ecotope, US)

- building orientation was incorrectly specified (as 9° east of south
rather than 9° west). This was corrected

SERI-RESv1.2 (BRE, UK)

- inconsistency in climate data was comrected

italics indicate program improvement
bold indicates input error correction
others indicate modelling improvement

Table 11: Modifications to modelling procedures to produce the Phase 2 results
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. decommissioning and partly dismantling one room; and
. measuring the heat-loss coefficient (UA-value) of one room.

The dismantling of the room was witnessed by DMU so that independence from the test cell
operator EMC could be assured. The purpose of dismantling one room was to check that the
specification given in the Site Handbook matched that of the actual rooms and, most importantly, to
ensure that all the insulation was dry and in position (see Validation Package, Quality Assurance
report). This process did not reveal any faults in the construction of the rooms. In other words, they
were constructed as described in the Site Handbook.

Overall, the available evidence at the end of Phase 1 is that differences between many of the pro-
grams and the measurements (that exceed the error bands) cannot be explained by experimental errors,
which have gone undetected. Nevertheless, the overall UA-value of the test cells was calculated whilst
Phase 2 of the exercise was underway, and further sensitivity analyses were also undertaken to account
for the small additional experimental uncertainties which were identified by modellers during Phase 2.
(The error bands used here for the analysis of the Phase 1 results include these additional small uncer-
tainties.)

6. PHASE 2: NON-BLIND INVESTIGATIONS

6.1. Management

The primary purpose of Phase 2 was to give all participants the opportunity to explore the reasons
for any divergence between the predictions of their programs and the measurements. To facilitate this,
all program users were sent a diskette containing all the data actuaily measured in the rooms during
both periods, namely: the air temperature at three levels, the temperature of the floor, back wall and
ceiling, the South facing vertical solar irradiances, the heater power input (October period only) and the
roofspace and floorspace temperatures. The participants were asked to provide a three page report
explaining their investigations, They were invited to:

. explore the reasons for any divergence between the predictions and the measurements;

. undertake sensitivity analyses with their own programs;

. provide a new set of predictions where modifications to the room descriptions or the program had
been made;

. comment on the IEA empirical validation exercise; and
. provide further descriptive information about their program.

It was hoped that these reports would permit improvements to be made to the Validation Package, and
that they would also help the formulation of recommendations about the conduct of future validation
exercises. They would also help in directing program development work by highlighting perceived areas
of weaknesses in the current generation of DSPs. The participants were given about four months to
undertake this work.

The modeller’s reports were submitted to the DMU team who checked each report to ensure that
the information was clear, complete and logical. The feedback to each participant sought only to clar-
ify such ambiguities. No attempt was made to direct or constrain the arguments they contained except
where the contents were demonstrably factually incorrect. Model User Reports (MURS) were obtained
from 11 participants (Table 7), and the final versions of all reports are reproduced in Appendix F.
Seven new hourly results sets were obtained. Four of the modellers used exactly the same program ver-
sions as in Phase 1. An updated version of BLAST (v3.01v1143 -> v3.01v1203) was used to produce the
Phase 2 results. The WGSTCv1992 user corrected a coding error for Phase 2, and a slightly modified
version of TASv7.5¢ was used (Table 11).
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Figure 10:
Phase 2 - Total heating energy consumption

for the 7-day heated (October) period
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6.2. Refining Uncertainty Bands

The emor bars originally produced in Phase 1 had been estimated using SERI-RES and a list of
uncertain inputs taken from previous work (6). Some participants felt that these bars may have been
inappropriate for their particular program. Therefore, a table of the estimated uncertainties in all the
important program input parameters (24 in total) was circulated. This was intended to enable the pro-
gram users to calculate the error bars with their own programs. Only one participant (using TASEv3.0)
attempted such an analysis (see Appx.F7).

Other participants identified areas in which they believed the information supplied in Phase 1 was
either incorrect, deficient or more uncertain than the management team had originally thought. The
important points, which impact on the analysis of program performance are:

. at any time, the air temperature varies throughout the room;

. the edge and comer effects had been underestimated;

. the relative humidity data was either missing (October period) or possibly inaccurate (May
period); and

. the solar radiation data were inconsistent.

The uncertainty in each of these aspects was estimated (Appx.D), and the impact of the individual
uncertainties on the primary parameters was estimated (for each room and weather period) using
Differential Sensitivity Analysis (DSA). Because SERI-RES does not utilize relative humidity to calcu-
late external longwave radiation (i.e. is completely insensitive to ity ESP was used in the DSA for this
parameter. All these individual sensitivities were added to those already calculated (section 4.4} to pro-
duce the total uncertainty bands. (The largest increase in the total uncertainty occurred for the max-
imum temperature in the double glazed heated room, where the error band width changed from 3.2°C to
4°C. For all other parameters the change was either zero or very small). It is these updated bands which
have been plotted throughout this report (including section 5 which dealt only with the Phase 1 results).

The refined list of uncertainties for all parameters (Table 9) has been incorporated in the Valida-
tion Package (see Volume 2 of this final IEA report). The issues raised by the model user reports are
summarised in section 7 of this report, along with the results of the salient sensitivity analyses. Each of
the points is discussed in greater detail in Appendix D.

6.3. Phase 2 Resulis

New, Phase 2, results were produced for all the 6 cases for BLASTv3.0vi203, HIB2v1.2, SERI-
RESv1.2, SUNCODEVS.7 and TSBI3v2.0,. TASv7.54 results were produced for the double glazed and
opaque buildings. For the unheated, free-floating buildings results were obtained from WGOETCv1992,

The new results were produced by the participants for a number of reasons (Table 11). These
were mostly because there were legitimate reasons for modifying the original Phase 1 input files, either
because mistakes had been made or because the room modelling could be improved upon.

In the heated rooms, for all the programs except BLASTv3.0ivi203, the new Phase 2 results
differed only slightly from the original Phase 1 results. For example, in the double glazed room the
energy consumptions changed by less than 5MJ, and in the opaque room by Iess than 16MlI. For
BLASTv3.0lvi203, the changes were much larger, resulting in energy consumption predictions which
were up to 36MJ lower than for Phase 1.

For the free-floating cases, the new results for BLASTv3.0lvi203 and WG6TCvI992 differed most
noticeably, e.g. a reduction of 8°C in the maximum temperature predicted by WG6TC during the May
period.

The results of Phase 2 have been plotted in the same way as for Phase 1 (Figures 10 to 17). In all
these figures the new, Phase 2, results replace those produced in Phase 1. The programs for which
Phase 2 results exist are identified throughout (see section 5.2).

Overall observations are made following the style adopted for Phase 1 (section 5.2). These change
very little even though some individual results have changed.
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Figure 16:
Phase 2 - Typical hourly predictions for one day in the
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6.3.1. Heated Rooms
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The overall variability in the heating energy consumption for the opaque room improved from
47% to 40% compared with Phase 1. For the glazed rooms it remained unchanged at about 50%.

One more program, making 8 in all, predicts energy consumptions within the error bands for the
opaque rooms, the number of programs within the emor bands for the double glazed room
remains unchanged at 11. Now six programs (3TCv1.0, APACHEv6.5.3, CLIM2000v1.1, SUN-
CODEvS.7, TAS7.54 and TSBI3v2.0) produce results inside the error bands for both rooms.

DEROBvIth and all versions of ESP and TRNSYS tend to predict energy consumptions which are
lower than the measurements and, particularly in the opaque room, noticeably lower than the
predictions of the other programs. A possible explanation for the performance of DEROB and
TRNSYS is discossed later (section 7.2).

_ The varability in the predicted energy savings (due to substituting double glazing for an opaque

wall) has changed very little. In addition to 3TCv1.0, APACHEv6.5.3, ENERGY2v1.0,
TRNSYSv13.1 (Brussel) and TRSNSYSv13.1 (BRE), two more programs, SUNCODEvV5.7 and
TSBI3v2.0 now also produce predicted savings within about 1% of the measured value.

The inter-program variation in the maximum and minimum temperatures is the same as for Phase
1. One program, TSBI3v2.0 now produces maximum and minimum temperatures which are within
the estimated error bands for both rooms.

- The only noticeable difference between the houwrly results produced in Phase 1 (Fig.5) and the

Phase 2 plots (Fig.13) is that the phase shift in SERI-RESv].2 is now less marked.

The statistical analyses (Appx.C, Table C2) indicate that now, for both the opaque and double
glazed rooms, the closest overall agreement between the hourly measured and predicted heating
energy values are produced by: 3TCv1.0, APACHEV6.5.3, BLASTv3.0Ivi203, SUNCODEv5.7 and
TASv7.54. In the opaque room, TSBI3v2.0 also performed well in this regard.

6.3.2. Free-floating rooms
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The results for the program WG6TCv1992 for the opaque room are considerably improved com-
pared to those which were obtained in Phase 1, bat still slightly higher. They are now closer to
those obtained by the other programs. The improvement arises because a coding error was found
in the program and corrected (and not because the input data was changed). The search for the
error was prompted by the poor Phase 1 performance in this exercise (the error had not been
revealed by previous tests).

The hourly results for WG6TCvI992 (and DEROBvIth) are still noticeably different from the

measurements and the results of the other programs (Fig.16). These differences are reflected in
the higher maximum air temperatures predicted by these two programs (Figs. 14a&c).

The inter-program variation of the predicted maximum temperatures in the glazed rooms is the
same as that for Phase 1: 8.6°C in the double glazed room and 7.9°C in the single glazed room.
Ignoring the results for WG6TCv1992 and DEROBVIth the ranges become: 6.3°C for the double
glazed room and 6.2°C for the single glazed room.

The minimum temperatures in the glazed rooms (with or withont the WG6TCvI992 and
DEROBvIth results) varied by the same amount as in Phase 1, i.e. 2.5°C in the double glazed
room and 2.1°C in the single glazed room.

Two programs, BLASTv3.0/vI203 and ESPv6.18a predicted all but one of the maximum and
minimum temperatures to within the error bands. ESP+v2.1 predicted maximum and minimum
temperatures within the error bands for the two glazed rooms.

In the opaque room (with or without the WG6TCvI992 and DEROBvlth results) the maximum
temperatures varied by 2.8°C and the minimum temperatures (ignoring WG6TCvI992) by 24°C.

In Phase 1, 11 programs predicted both maximum and minimum temperatures in the opaque room
which were within the estimated error bands. Following Phase 2, this increased to 15 programs.
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Only 6 programs, WG6TCvI992, HIB2vl.2, CLIM2000v1.1, PEROBvlth, ESP+v2.1 and ESP-
rv7.7a failed to produce predictions of the maximum temperature within the estimated error
bands.

The differences in the maximum temperature between the double glazed and opaque room are showm in
Figure 15a with the corresponding plot for the difference between the single glazed room and the dou-
ble glazed room in Figure 15b.

(h) As for Phase 1, all the programs correctly predicted that the temperatures in -the double glazed
room would exceed those in the opaque room. The same twe programs (ESP-rv7.72 and
DOE2v1E) predicted temperature differences within 1°C of the measured difference (i.e. 14.2°C).
In Phase 1, 7 programs produced predictions within 2°C of the measured differences, following
Phase 2 a further four programs (WG6TCvI992, TSBI3v2.0, TASv7.54, SERI-RESvi.2 were within
2°C of the measurements.

(@ All the programs except 5 correctly predicted that the temperatures in the single glazed room
would exceed those in the double glazed room. The same eleven program / user combinations as
in Phase 1, plus the new TASv7.54 results, were within 1°C of the measured temperature
difference (+1.6°C). The predictions of CLIM2000v1.1 and TASEv3.0 differed markedly from the
measured value and the predictions of the other programs.

6.3.3. South-facing Solar Irradiances

(a) As for Phase 1, all the programs predicted valnes which were within the estimated error bands for
the May period.

(b) In addition to the 11 results from Phase 1, two more programs produced results within the
estimated error bands for the October periocd (SERI-RESv1.2 and SUNCODEv5.7).

(¢) The hourly predictions produced in Phase 2 by H7B2vi.2, SERI-RESv1.2 and SUNCODEvVS5.7 are
in much closer agreement with the hourly measured values than was obtained in Phase 1
(Figs.13a, 16¢).

7. ISSUES RAISED BY MODEL USER REPORTS

Prior to drawing conclusions about the performance of each program it is necessary to examine
thoroughly some of the points raised by the model user reports (MURs). These are all contained in
Appendix F. The points raised fall into two main categories:

. experimental uncertainty, and
. modelling issues.

These two areas are discussed in detail elsewhere (Appendix D) so it is only necessary to present an
overview here,

7.1. Experimental Uncertainty

Some of the model user reports questioned the reliability of the experimental data which were
provided. The concems raised cover:

. overall simplifications in the brilding specification (F11);
. religbility of room fabric heat loss characteristics (F10);

. uncertainty in relative humidity data;

. reliability of solar radiation data; and

. unceriainty in air-tempeszatures.

Each of these is addressed in turn in this section.

As part of the effort to reduce the impact of inter-user variability, and to reduce the liketihood of
user ermors, the rooms were described (Vol. 2) by a series of tables and diagrams rather than by the
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original constructionalfworking drawings. This approach meant that some features, deemed to be ther-
mally unimportant, were either omitted or simplified. Wherever specific instances of this were
highlighted in the MURSs, the issue was considered and where necessary sensitivity analyses were con-
ducted to assess the thermal consequences of the simplifications. It was concluded that no thermally
significant data had been omitted (see Appendix D).

As noted earlier (section 5.3.2) decommissioning studies indicated that the rooms were built as
described in the Site Handbook (minor simplifications excepted). Nevertheless, the accuracy of the
material properties and the estimates of the edge effects, was questioned.

As a further check, the overall heat loss rate (UA-value) of the opaque room was calculated from
the results of steady-state heating (co-heating) trials conducted at the same time as the October heating
period used for the validation. (A detailed description of this investigation is given in Appendix E).
The trials enabled 10 measurements of the overall UA-value to be made. These gave a consistent result
of 10.94 W/K+5%, i.e. 10.39 to 11.49 W/K. The value calculated using the data in the Site Handbook
and standard CIBSE values for surface coefficients and air-gap resistances was 10.13 W/K.

In the co-heating trials the internal air temperature was constant at around 30°C. The conduc-
tivity of the insulation would therefore be greater than the standard *book’ value quoted in the Hand-
book. After accounting for this, the calculated UA-value was 10.55 W/K with an uncertainty of -7 to
+8%, ie. the value lies between 9.81 and 11.39 W/K. The measured and calculated UA-values are
therefore, to within the accuracy of the measurement and experiments, in very good agreement. This
adds further support to the proposition that the thermal properties of the rooms were as described in the
Site Handbook and certainly could not explain the differences between measured and average predicted
values.

Neither the measurements of the UA-value nor its calculaton is exact, so small differences
between actnal thermal characteristics of the rooms and the characteristics deduced from the Site Hand-
book could remain. However, these differences must be small. In this regard it was noted (by modell-
ers, and in the Site Handbook), that the preferential heat loss through comers and edges could be
slightly greater than that which was already accounted for in the Site Handbook description. (This
could account for the 4% difference in the calculated and measured UA values). To account for this, a
large positive uncertainty was introduced in the calculation of error bands. (The error bands shown in
this report take this effect into account). The Site Handbook (Vol. 2) contains the updated edge/comner
effect corrections.

The lack of relative humidity data for the heated period will add uncertainty into the predictions
of some of the programs, e.g. ESP and Tas, (which use it for calculation of long-wave radiation to the
sky-vault), for other programs (most of those used in the IEA exercise) it will have no impact on pred-
ictions (the programs do not use it). To account for this omission, a very large uncertainty was intro-
duced for this parameter (for both the heated and unheated periods). The consequential uncertainty in
predictions was estimated using ESP and included in all the error bands shown in this report.

The accuracy of the solar radiation data has been questioned. The technical issues surrounding
this matter are complex. However, there is no reason to suppose that any of the measurements are in
error by more than the uncertainties originally quoted and used in the generation of the error bands.

Finally, it was suggested that the uncertainty attributed to the measured room air temperature and
the heater set-point temperature was too small. This suggestion arises because virtually all the pro-
grams assume that the room air is at the same uniform temperature, whereas, in practice, it varies with
location. The attributed measurement uncertainty was therefore reviewed and in the case of the max-
imum and minimum temperatures (primary prediction parameters) increased. The error bars plotted in
this report include these increased uncertainties.

Overall, none of the investigations into the experimentation, either by the EMC, DMU or the
numerous participants in the IEA exercise, have identified any serions omissions. A small number of
additional areas of experimental uncertainty, which had not been identified prior to undertaking the
exercise, have been exposed, but these have been fully accounted for in the error bands used in this
report (and tabulated in the Site Handbook, Vol. 2).
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